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Abstract

The distribution of the flap allophone [ɾ] of American English, along with the other allophones of /t/, [tʰ, t−, ? , t] has been accounted for in various formal frameworks by assuming a number of different abstract mechanisms and entities. The desirability or usefulness of these formalisms is not at issue in the present paper. Instead, a computationally explicit model of categorization is used (Skousen 1989, 1992) in order to account for the distribution of the allophones of /t/ without recourse to such formalisms. The simulations that were carried out suggest that they are not needed because analogy to surface apparent variables such as phones and word boundaries is sufficient to predict allophony.

In analogy, the particular allophone of /t/ (i.e. [ɾ, tʰ, t−, ? , t]) that appears in a given context is determined on the basis of similarity to stored exemplars in the mental lexicon. From an acquisitional standpoint, categorization by analogy to stored exemplars dispenses with the need for rule induction although it does suggest that speakers group functionally related sounds into mental categories, a process that is influenced to a great deal by orthography.

Analogy also explains the stochastic nature of linguistic performance. In the present study, 3,719 tokens of the allophones of the phoneme /t/ were extracted from the TIMIT corpus and constitute the database from which analogs were chosen. The variables used included the three phones or boundaries on either side of /t/, and the stress of the syllables preceding and following /t/. The model proves quite successful in predicting the correct allophone, and the errors made are generally possible alternative pronunciations (e.g. moun[ʔ]ain, moun[tʰ]ain). The success rate changes little when only small sub-samples of the database are incorporated. In addition, exemplar-modeling is found to be quite robust because even when a feature such as stress is eliminated, (a feature which is critical in most rule approaches), allophony is still highly predictable.
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1. Introduction

The pronunciation of /d/ and /t/ as a flap is observed in many dialects of English to varying degrees but is particularly prevalent in the English spoken in North America. The flap is by far the most frequent variant in many lexical items (e.g., butter, city) and there is evidence to suggest that such words are stored in the mental lexicon with flaps rather than an underlying /t/ (Connine 2004). In fact, the association of the flap with the phoneme /t/ is most likely due to the effect of orthography since it comes about in to a great degree as children become literate (Treiman et al. 1994). However, flapping is not restricted to particular words but is a highly productive process that applies to neologisms and borrowings. Perhaps for this reason it has attracted the attention of so many scholars (Byrd 1994; Connine 2004; Davis 2003; de Jong 1998; Egido and Cooper 1980; Harris 1994; Kahn 1980; Kiparsky 1979; Laefuer 1989; Nespor and Vogel 1986; Parker and Walsh 1982; Patterson and Connine 2001; Picard 1984; Rhodes 1994; Riehl 2003; Selkirk 1982; Steriade 2000; Strassel 1998; Turk 1992; Zue and Laferriere 1979).

Exactly how the allophonic variants of /t/ developed in American English is not the focus of the present paper, nor is it how it is affected by sociolinguistic factors, although it has been shown to be affected by both sociolinguistic variables (Byrd 1994; Strassel 1998; Zue and Laferriere 1979) and linguistic factors (Egido and Cooper 1980; Gregory et al. 1999; Laefuer 1989; Nespor and Vogel 1986; Parker and Walsh 1982; Patterson and Connine 2001). The great bulk of the research on flaps and the other allophones of /t/ in English has focused on the phonetic environment in which flapping occurs and which of the aspirated, released, unreleased, and glottalized realizations of /t/ appears. In order to account for the allophones of /t/ these approaches make use of a number of formal mechanisms that are not surface-apparent (e.g., rule ordering; Jensen 1993; Kahn 1980; Kiparsky 1979; Nespor and Vogel 1986; resyllabification: Kahn 1980; Selkirk 1982; prosodic feet: Davis 2003; Giegerich 1992; Kiparsky 1979; Nespor and Vogel 1986; phonetic licensing: Harris 1994; abstract features: Kahn 1980; Kiparsky 1979; Nespor and Vogel 1986; Selkirk 1982). In this article, I assume that while such mechanisms may be useful in an analysis of linguistic competence, they cannot play a part in linguistic performance. For this reason, I present a psychologically plausible account of the allophones of /t/ which is based on surface-apparent properties. I demonstrate that the allophones of /t/ are predictable without recourse to abstract entities by using a computationally explicit analogical algorithm. This framework proves to be highly robust because even when a supposedly crucial contextual cue such as stress is absent, allophonic distribution may still be accounted for.

2. Allophonic distribution as analogical categorization

Traditionally, those who assert that formal analyses mirror actual processing suggest that during acquisition children hear allopophones such as [tʰ], [r], and [z] and come to relate them to the underlying phoneme /t/. Subconsciously they also intu the context in which each of these occur, store that information, and use it in subsequent speech processing. A number of more recent formal approaches (Benua 1995; Burzio 1996; Kenstowicz 1996; McCarthy 1995; McCarthy and Prince 1994a, b; Steriade 1997, 1999, 2000) have begun to move toward the type of alternative approach I take in this paper; that is, they acknowledge the influence of fully specified surface forms on linguistic processing rather than on strict derivation from underlying forms. In like manner, many functional approaches recognize the important role that exemplars play in linguistic processing (Beckman and Pierrehumbert 2003; Bybee 2001; Hall 2005; Lakoff 1987; Langacker 1991; Silverman 2006; Solé 2003). I couch this article in Skousen’s exemplar-based framework (1989, 1992) which I describe below.

In many formal models, a minimal lexicon is assumed that contains only unpredictable features. This means that a great deal of online processing must be performed on the underlying forms to produce the surface forms. Exemplar models shift this perspective to one in which the lexicon contains massive amounts of stored linguistic experience that includes even predictable, redundant, messy details. The information is stored in a network of highly interconnected entities. Connections are made based on semantic, morphological, phonological, orthographic, social, pragmatic, and other contextual similarities. Rather than assuming that people tacitly glean generalizations from the linguistic input and store them as separate entities of some sort, speakers refer to the database of stored experience in the course of linguistic processing to determine things such as allophonic distribution. This sort of storage is responsible for the probabilistic knowledge that speakers have about their language. People appear to learn probabilities associated with linguistic forms and put them to use in language processing (Labov 1994; Solé 2003).

Exemplar models are supported by psycholinguistic studies that demonstrate that not only are words stored as types, but individual tokens of the same word are stored in long-term memory (Goldinger 1997; Hawkins
as being designed to determine what stop or stop-like pronunciations orthographic *t* and *tt* receive in American English.

### 2.1. Modeling by analogy

In cognitive linguistics, knowledge is assumed to arise as a result of linguistic experience, with categorization of such experience playing a key role. Advances in computer science have resulted in a number of computer algorithms that may be used to test hypotheses about how categorized instances relate to cognitive processes (Aha et al. 1991; Daelemans et al. 2001; Medin and Schaffer 1978; Nosofsky 1988, 1990; Pierrehumbert 2001; Riesbeck and Schank 1989; Skousen 1989, 1992). There are numerous differences among these computational models, some of which have been discussed elsewhere (Chandler 2002; Daelemans et al. 1994; Shanks 1995). What is most important is what they have in common.

Consider the task at hand, which is to determine what allophone of *t* should appear in a particular context. A database is needed that represents a sampling of a speaker's knowledge or experience with the allophones of *t* which can be taken from natural language usage such as a corpus of utterances. For each entry in the database, a category variable specifies which of the allophones occurs. Other variables could include information such as the phonetic, morphological, syntactic, pragmatic, and social context in which the allophone occurs. The algorithm's task is to take the variable vector as a test case and determine its similarity to the other vectors in the database. The determination of similarity is where the algorithms vary most radically from each other.

The particular model of analogy I use is Analogical Modeling of Language (abbreviated AM; Skousen 1989, 1992, 1995, 1998). AM makes its predictions on the basis of a given context, which is a vector of variables that represents linguistic information about the entity whose behavior is being predicted. The reader is referred to Skousen (1989, 1992) for a detailed treatment of the AM algorithm but a brief sketch of the model is in order. In the present study, the given context contains information about the context in which *t* occurs. AM searches the database that represents the mental lexicon for database items that share variables with the given context. It then creates groups of database items with shared similarities called subcontexts. Variable vectors that have more in common with the given context will appear in more subcontexts. Subcontexts are further combined into more comprehensive groups called supracontexts. Upon inspection, some supracontexts will be homogenous, that is, the members agree or exhibit the same allophone of *t* or they all share the same variable vector. Other supracontexts will have disagreements in that they
contain members with different allophones; these are said to be heterogeneous. By minimizing disagreements and eliminating members of heterogeneous supracontexts, database items belonging to the most clear-cut areas of contextual space (homogenous supracontexts) remain that are available to exert their influence on the choice of allophone for the given context. These make up the analogical set.

AM uses the members of the analogical set to calculate the probability that the given context will be assigned one of the allophones of /t/ found in the database. In general, what AM calculates is that the allophone in the database items that are most similar to the given context will predict the behavior of the given context, although the allophones of /t/ that appear in similar database items have a small chance of applying as well provided that they appear in homogenous supracontexts. Allophony is determined in terms of a particular given context and no global characterization of the data is made. This implies that the variables which may be important in determining the allophone of /t/ in one given context may be not be important in determining the allophone in a different one (see Skousen 1995: 223–226 for an example).

The program gives the outcome in terms of the probability that each of the allophones will appear in a given context. For example, the probability may be five percent [tʰ], 93 percent [r], zero percent [t̚], one percent [ʃ], and one percent [t]. There are two ways in which this outcome may be interpreted (Skousen 1989: 82). The first, called selection by plurality, is used to determine the winner. Accordingly, the allophone with the highest predicted probability in the analogical set is applied to the given context, which in the case above is [r]. Random selection is the other method of interpreting the outcome. It uses the probabilities calculated by the algorithm that a particular allophone will appear in a given context. It essentially involves randomly selecting one of the members of the analogical set and applying the allophone of that member to the given context. Members containing allophones that are more frequent in the analogical set have a higher probability of applying. Random selection reflects the sort of variability that occurs in actual language usage and that is hard to account for in formal approaches that predict one and only one outcome in a particular environment. In non-linguistic experiments children appear to utilize both random selection and selection by plurality when performing tasks involving probabilistic outcomes (Messick and Solley 1957).

The question naturally arises as to how closely this particular algorithm models the mental mechanisms speakers employ in the course of language production. A great deal of evidence exists that stored exemplars influence linguistic processing. Perhaps the most attractive part of an analogical approach is its simplicity. It is based on the fairly uncontroversial idea that linguistic information is stored in the mind and retrieved as necessary. That groups of similar words can affect the behavior of other words with similar characteristics is well-attested in the psycholinguistic literature (e.g. Bybee and Slobin 1982; Stemberger and MacWhinney 1988). There is also ample evidence that behavior is based on stored exemplars (Chandler 1995; Eddington 2000; Hall 2005; Hintzman and Judlam 1980; Medin and Schaffer 1978; Murphy 2002; Nosofsky 1988; Schweitzer and Möbius 2004; Solé 2003). Analogical approaches are designed to model these effects. However, too little is known about the exact functioning of the brain to even begin to explain exactly how instances are stored, accessed, or categorized on the neural level. For this reason, it is impossible to conjure about how faithfully AM or any other computer algorithm mirrors actual brain processes.

2.1.1. Database for the simulations The database used for the simulations was taken from the TIMIT corpus (Garofolo et al. 1993; Zue and Seneff 1996). TIMIT consists of a total of 6,300 utterances (2,342 different sentences) which were obtained by asking 630 speakers to read ten sentences each. Two of the sentences—called the dialect sentences—were identical for all of the speakers. Speakers were all native American English speakers.

From the time-aligned phonetic transcriptions of the training section of TIMIT, I searched the non-dialect sentences for instances of orthographic t that are traditionally thought to correspond to the phone /t/. Cases of /t/ in words such as catch, nation, and other were, of course, not considered. Based on spectrographic analysis, the TIMIT transcription identifies four allophones of /t/: [r] as in butter, [ʃ] as in gotten, and deletion ([s]) as in percent. An unreleased [t̚] as in utterance final put occurs when the spectrogram indicates stop closure but no release. The TIMIT transcription does not differentiate released and aspirated allophones, which is based on the gradient characteristic of voice onset time. Therefore, I determined a best guess estimate for a boundary between aspirated and un-aspirated released allophones based on data by Davidsen-Nielsen (1974), Ladefoged (2005) and Lisker and Abramson (1964) in order to distinguish between these variants; accordingly, a VOT of 59ms or below was considered unaspirated, while VOTs of 60ms and above were marked as being aspirated.

Most of the 2,342 different sentences in the database containing /t/ were represented in the database, however, I avoided including the same sentence in the database twice, in particular the dialect sentences. The 3,719 resulting instances served as the database for the simulations. There
were 564 [r], 234 [t], 284 [s], 629 [t], 860 [t₁], and 1,100 [t₂]. In addition, 48 instances of /t/ were voiced and much longer than a flap and were therefore transcribed as [d] in TIMIT (e.g., carpenter, later, and some words ending in -ity). In addition to the allophonic representations of /t/, the phonetic environment in which /t/ appeared was encoded (see Table 1). The three phones or boundaries to the right and left of the /t/ were identified and coded as variables. The boundary variables that could occupy one of the slots were either a phrase internal word boundary, a phrase internal pause, or a utterance initial or final pause/word boundary. When a sentence internal pause coincided with a word boundary a pause was coded. Three levels of stress were encoded from the syllable preceding and following /t/: no stress, primary stress, and secondary stress according to the TIMIT transcription. Lack of any phone or boundary in a given position was marked with a zero.

The syllable is such an integral part of most accounts of flapping, aspirating, and glottalization that I was initially inclined to include it. However, determining boundaries is generally done on an a priori basis rather than on quantitative grounds. English speakers often differ in their intuitions about how to divide words into syllables (see Derwing 1992; Derwing and Neary 1991; Eddington et al., in print; Fallows 1981; Treiman et al. 2002; Treiman and Danis 1988; Treiman et al. 1992; Treiman et al. 1994; Treiman and Zukowski 1990; Zamuner and Ohala 1999). Because of the problems inherent in determining syllable boundaries, they were not included as variables. The encoding of the /t/ of meet as a flap in the sentence I knew I didn’t meet her … early enough yields this variable vector:

1. r, 2) word boundary, 3) m, 4) i, 5) word boundary, 6) a, 7) pause 8) primary stress, 9) unstressed, 10) meet

Note that the tenth variable is the word in which /t/ appears. This is a way of including a rough degree of semantics and lexical identity into the representation.

This particular way of encoding the data was chosen to be as surface apparent as possible; it includes no overtly abstract features. Of course, it is not entirely devoid of abstractions because it incorporates categorical allophonic transcriptions rather than gradient formant frequencies, durations, information about articulatory gestures, etc. The use of stress is also an abstraction because the particular combination of duration, volume, and pitch that makes up stress in each instance is not directly represented. Nevertheless, these abstractions are not motivated by any theoretical preconceptions but are used because they were readily derivable from the TIMIT corpus in this form. The use of nominal linearly ordered variables is also a requirement in order for the data to be read by the computer algorithm. In sum, it is done for convenience and is not meant to support the notion that phonological processing involves symbolic manipulation of segments, although it does recognize that orthography may impose such a view to some degree. In cognitive terms, one exemplar could be thought to encode the semantic, acoustic, and sensory motor information of many instances that are similar enough to be considered essentially the same thing (Bybee 1994). Corpora that indicate detailed phonetic and gestural information will surely overcome this limitation on variables in future studies.

The TIMIT transcription was followed closely except in a few instances. [h] and [ɥ] were merged, as were fronted and non-fronted variants of [u]. In TIMIT, some allophones were given different representations depending on whether they were stressed or not, therefore, I collapsed stressed and unstressed [ju], stressed and unstressed [ʊ], and stressed schwa, unstressed schwa, voiceless schwa and ['] (which in American English differs little from schwa except for its stress). The selection of these variables to the exclusion of others does not mean that other factors do not influence allophonic distribution. Nor should the fact that some variables were excluded be taken to indicate that analogy would be incapable of handling them. The focus of the paper is not to evaluate sociolinguistic differences. Instead, the goal is to demonstrate that analogy can account for allophonic distribution by considering the phonetic and morphological context in which /t/ occurs.

2.1.2. Simulations For the purposes of the simulations, the data set described above is considered a subset of a speaker’s linguistic experience with the phoneme /t/ and its allophones. In the simulations, each exemplar in the data set is removed one at a time and serves as the test case.
The allophone of /t/ for that exemplar is then determined based on analogy to the remaining exemplars according to AM's algorithm.

2.1.2.1. Exact matches and perfect memory The first simulations allowed access to all of the exemplars in the data set and also permitted exact matches in the database to influence the test item. In cognitive terms this represents lexical access to previously experienced exemplars. This simulation probably reflects what happens most often when producing a familiar word in a previously experienced context. If most previously experienced instances of pretty have a flap allophone then [pətrɪ] will be produced. Under these circumstances, 99.7 percent of the test cases are correctly predicted. The success rate does not attain 100 percent accuracy due to the fact that some exemplars have /t/ in identical contexts, but with a different allophone. The influence of exact matches is evident when the possibility of their occurrence is diminished. Figure 1 summarizes the results of ten sets of simulations.

In the first, a random 10 percent sampling of the data set was chosen to analogize on. This was repeated ten times with a new 10 percent sample each time. The average success rate for the 10 runs is given for each of the allophones. The second set of simulations utilized random samplings of 20 percent of the data set, and so forth until the entire data set was available.

The ability of analogy to account for almost all allophony when exact matches in perfect memory are allowed reflects the idea that speakers know how a word is pronounced due to access to past experience, however, it is hardly a surprising finding. However, traditional phonological analysis takes one of two positions either tacitly or overtly. One stance is that the particular allophone of /t/ in a word or phrase is not stored in memory but is determined on the basis of a generalization of some sort (e.g., the /t/ in seat is glottalized because it follows a sonorant and appears utterance finally). The second holds that detailed pronunciation information may be stored in memory, but that a generalization about the allophonic distribution, separate from the stored instances themselves, is used to determine the pronunciation of a previously unexperienced item. Analogy, on the other hand, assumes that exemplars are stored with detailed phonetic information, but that no generalization about allophonic distribution is arrived at and stored as an entity separate from the exemplars themselves.

2.1.2.2. Benchmark simulation Another way of testing analogy is to measure its success rate when the test items are treated as if they are previously unknown. This simulation was done to calculate a benchmark against which the remainder of the simulations could be compared. Each vector of variables representing an instance of /t/ was removed from the database and its allophone was predicted based on analogy to the remaining database items, however, exact matches were not allowed. Under these conditions, 65.3 percent of the items were predicted to have the same allophone of /t/ that appeared in the data set. Keep in mind that from a processing standpoint this simulation is less psychologically plausible because the underlying assumption is that the speaker has never heard or seen the word before and must determine its pronunciation strictly by analogy to other stored lexical items.

The success rate by allophone appears in the confusion matrix in Table 2 with the total number of instances in parentheses. The allophones [tʰ], [ɹ], and [t̚] are the most successfully predicted, while [t], [ʔ] and [d] are the most difficult to predict. However, the general trends in the errors are quite interesting. For instance, many cases of deletion were predicted to appear with [t̚] or [tʰ] instead, yet both of the errors are quite plausible
Table 3. Examples of predicted outcomes in terms of predicted probability

<table>
<thead>
<tr>
<th></th>
<th>tʰ</th>
<th>t</th>
<th>tʷ</th>
<th>o</th>
<th>t</th>
<th>?</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>site with</td>
<td>2</td>
<td>0</td>
<td>46</td>
<td>0</td>
<td>11</td>
<td>41</td>
<td>0</td>
</tr>
<tr>
<td>hiding out like</td>
<td>0</td>
<td>7</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>53</td>
<td>0</td>
</tr>
<tr>
<td>discount price</td>
<td>4</td>
<td>0</td>
<td>63</td>
<td>33</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pronoun it carries</td>
<td>12</td>
<td>2</td>
<td>79</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>importance</td>
<td>2</td>
<td>0</td>
<td>69</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>79</td>
</tr>
<tr>
<td>bitter unresolved</td>
<td>0</td>
<td>98</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>dogmatically</td>
<td>0</td>
<td>76</td>
<td>0</td>
<td>6</td>
<td>17</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

outcomes; chest can be [tʰes] as easily as [tʰesʷ]. The final /t/ in comment on can be deleted or realized as an aspirate or unreleased stop. In the same vein, it should not be surprising that /t/ is most often predicted to be [tʰ]; they are often interchangeable in the same context in words such as Vietnam, nightmare, and light. Additionally, [t] and [tʰ] are acoustically quite similar in that they both result in only minor formant transitions of surrounding vowels (Silverman 2004: 170). Recall that in order for a phone to be coded as aspirated it needed to have a VOT of 60ms or greater. This somewhat arbitrary cutoff point may be partially responsible for many of the instances of [t] that were predicted to be [tʰ] as well.

A number of specific outcomes are given in Table 3. The actual pronunciation is indicated with an underlined predicted probability. When this number is not the highest the instance is counted as an error. However, as is common with many such errors, the other highly predicted outcomes are often viable alternative pronunciations.

According to those who consider rules and constraints to be psychologically real, these entities are learned and manipulated subconsciously, which is why they cannot be overtly expressed. A linguistically naive speaker cannot describe the rule he or she uses to determine that the nonce word chowy would contain a flap but catino would not. It just sounds right. In the approach adopted here, this occurs because no tacit rule exists. Chowy sounds correct with a flap because there are many similar words in the mental lexicon with a flap.

2.1.2.3. Interpretation of the success rate The success rate of 65 percent may not initially appear very compelling, but a number of things need to be considered before passing judgment. First, the simulation was run to mimic what happens when a speaker cannot access previously stored instances of the word in a specific phonetic context from the mental lexicon which is probably not a common state-of-affairs. Second, there is a great deal of variability in the allophone a speaker may select. Utterance final /t/ in bat may be realized as [tʰ], [ʔ], or [t], all of which are possible in fluent, native, American English speech. If [tʰ] is calculated to have the highest predicted probability and the success rate is determined by using selection by plurality (Section 2.1) the other outcomes would be deemed incorrect. Likewise, medial /t/ in important appears in the database with a flap, a glottal stop, and in some cases deleted in spite of the fact that it appears in the same phonetic context. The model predicts only one of these to be the most prevalent. Third, because I made no effort to sanitize the data by eliminating such overlapping cases, they are counted as errors.

Variability is also manifest in the database in other ways. For instance, little and positive were generally realized with a flap, yet one instance of deletion of /t/ appears in the database for both of these words. In general, aspiration of /t/ following a word initial /s/ is short enough that the /t/ is considered unaspirated (59 ms or lower). In theory, the aspirate should not occur in these contexts. In actual speech, however, there are outliers. In one instance of the word still, for example, the VOT after /t/ is 88 milliseconds. All such cases were coded as having an aspirate allophone. When the model predicted them to be unaspirated they were counted as errors. The data contain many instances of these kinds of variable pronunciations and the success rate of a formal model would encounter difficulties accounting for them as well.

It would seem reasonable to compare the resulting 65 percent success rate with that achieved by a rule approach applied to the same database. However, there are many things which make such a comparison difficult. Different rules have been devised, so which should be chosen? In order to be fair and impartial all accounts would need to be tested which would result in an extremely lengthy and tedious report. Unfortunately, (or fortunately) applying all or any of the formal approaches to the items in the database is impossible. First, some rules only deal with a few of the allophones of /t/ rather than the six predicted in the simulation. Second, traditional rules assume non-overlapping contexts which makes them incompatible with the considerable overlap evident in the database. Third, none of rules specify phonetic contexts that are purely surface apparent, but make use of abstract features, assumptions about syllable division, rule ordering, etc. Manipulation of abstract entities, (or at least controversial ones in the case of syllable breaks), allows one to account for anything; if two different allophones appear in exactly the same surface apparent context it could be claimed that it is due to a differing syllabifications, rule orderings, or values of an abstract feature, yet these entities are not observable and therefore not amenable to empirical analysis.
It could be possible to analyze the database itself in order to discover a general set of surface apparent contexts for each allophone. However, this would be problematic because the allophones are not in strict complementary distribution. For instance, the most general context for both [tə] and [θ] is that they appear preceded by a vowel or sonorant and followed by a consonant or word boundary. The second problem involves deciding how many contexts to describe for each allophone. Should only the single most general context be considered? If multiple contexts are described, how many instances should each context account for? 100? 50? 10? 2? At what point would a particular context no longer represent a valid generalization? Clearly, low success rates will occur when only one or two very general contextual statements are included. The greater the number of rule contexts the higher the success rate will be.

When taken to the extreme a model such as Albright and Hayes (1999) would emerge in which all, often thousands of possible rules are generated from an inspection of the data. While such a model may achieve high success rates it lack in terms of learnability and psychological plausibility. Even rules based on surface properties allow a great deal of flexibility in deciding what is a true generalization and should be allowed. For these reasons, there is no way to objectively compare the success rates of rules based on observable contexts and the rates obtained from the simulations.

Nevertheless, it is possible to get a sense of the generalizations that exist in the data. To this end, I considered the boundary or phone before /t/ and the two that follow it. In order to make broad generalizations the variables were collapsed into vowel, sonorant, and obstruent (V, S, Ob) and the boundaries into phrase medial word boundary (#) versus phrase internal pauses and utterance final and initially boundaries (0). In addition, whether the syllable following the /t/ had either primary or secondary stress (1) versus no stress (0) was encoded. This yielded 148 attested combinations of these factors. The purpose of this was to find what general context each allophone appears in, therefore, I chose an admittedly arbitrary cut-off point of twenty instances in a cell as indicative of a generalization. All such cases appear in Table 4.

These generalizations account for 58.9 percent of the data. Of course, setting the cut-off point below 20 would result in a greater coverage of the data, but at the expense of more contexts per allophone which is already quite high, at least for a traditional phonological analysis. For example, there are ten contexts for [t̪] at the 20 instance cut-off. Combining all of these in a way that would be considered kosher in a rule-based framework would be a seemingly impossible task. One reason these contexts cannot be thought of as rules in the traditional sense is that many of their contexts overlap. For instance, the context V_.# Ob 1 as in at many is shared by [t], [θ], and [t̪].

As already mentioned, the ability to tweak the cut-off point in this analysis makes it possible to obtain a range of data coverage which is why it does not seem to offer an objective point of comparison for the overall success rate of the simulation. However, it does provide a rough measure of how many errors are actually possible alternative pronunciations. For example, in the context V_.Ob #1 (e.g., chestnuts are) there are 25 cases of /t/ and 52 of /t̪/. Therefore, any instances of /t/ in this context that are predicted to be /t̪/, (and vice-versa), could legitimately
be considered alternative pronunciations and not true errors. By applying this criterion to the overlapping generalizations in Table 4, 316 of the errors would be considered alternative pronunciations and the success rate of the benchmark simulation could be raised to 73.8 percent. Although it is admittedly a subjective measure, I examined the errors made in the benchmark simulation and divided them into those that according to my speech are plausible alternative pronunciations (e.g., *orient[ᵣ*]ed / *orient[ᵣ]ed, *firs[ᵣ] one / *firs[ᵣ] one) and those that were odd pronunciations (e.g., *fros[ᵣ*]bite, *motiv[ᵣ] es). According to this measure, the success rate is 91.3 percent.

There is another more objective way of calculating how significant the 65 percent success rate is. A purely random prediction of one of the six allophones would only achieve a 17 percent rate of success, while predicting the most frequent aspirated allophone in all cases would yield a 30 percent rate. A weighted prediction, based on the percentage of each allophone in the database would only correctly predict 19 percent of the cases. Therefore, the 65 percent success rate is significantly higher than the best chance rate of 30 percent ($X^2(1) = 929.1, p < 0.001$). Keep in mind that the 65 percent rate is attained by disallowing access to previously encountered instances. As seen in Section 2.1.2.1, a much higher rate of success is obtained when exact matches are permitted, which is a more plausible state of affairs in actual linguistic processing.

2.1.2.4. Simulations with other variables In the benchmark simulation, all 3,719 items were available as analogs. One question that arises is whether analogy is robust enough to make good predictions without consulting so many instances. An estimation of how many items need to be considered is easily obtained by limiting the number of database items used in the simulation. To this end, I ran ten sets of simulations in which exact matches were disallowed. In the first set, a random 10 percent of the database (about 372 items) was consulted. This was repeated ten times with a new sample drawn at random each time. The next set of simulations utilized 20 percent of the database, then 30 percent, and so on. The average success rate of each set of simulations appears in Figure 2.

The success rate obtained by consulting only about 372 items (55.4%) is only about 10 percent lower than the 65.3 percent rate that occurs when analogs are drawn from all 3,719 items. In other words, fairly good predictions are possible by using only a small subset of the storehouse of linguistic experience contained in the mental lexicon, although some improvement occurs as more items are consulted. In other words, the system of allophonic distribution of /t/ in English may be extracted from any random sampling of several hundred to a thousand instances even when the assumption is made that all instances of /t/ are new and previously unexperienced. As Figure 1 demonstrates, the same is true when access to previously experienced words is allowed resulting in much higher success rates.

In rule accounts of allophonic distribution emphasis is on finding the specific conditions that are necessary and sufficient to determine which allophone is called for. Besides abstract entities and mechanisms most rules for /t/ invoke stress as a key deciding factor. How does analogy fare without this crucial component? To determine this, another simulation was run without the stress variables and the success rate dropped from the benchmark of 65.3 percent to 62.7 percent which is significant ($X^2(1) = 5.249, p < 0.025$). However, elimination of this variable hardly deals a catastrophic blow to the ability of analogy to account for the data. In contrast, most rule approaches critically depend on stress and would simply be unable to make any sort of predictions without it.

Formal accounts of /t/ do not consider the effect that the phones or boundaries two and three slots to the left nor three slots to the right of /t/. They are generally not considered important, yet when these four variables are removed 63.9 percent of the items are still correctly predicted. That is, removing supposedly unimportant variables such as these results in a slight drop in success rate (1.4%) roughly similar to that obtained when eliminating the supposedly fundamental variables that encode stress (2.6% drop). The reason for eliminating variables in order to measure their effect is to demonstrate that analogy does not depend on a few decisive variables. Its predictions remain robust even when crucial variables are removed or a smaller data sets are drawn from.
3. Conclusions

The primary purpose of this paper is to present an account of how speakers may process allophonic distribution. When it is viewed as due to analogy to past linguistic experience the necessity of abstract entities and mechanisms is eliminated as is the need in language acquisition for subconsciously formulating generalizations. Unlike formal approaches that require necessary and sufficient conditions for each allophone, analogy proves to be extremely robust; it continues to make solid predictions even when only a fraction of the items in the simulated mental lexicon are consulted, and does not suffer catastrophic breakdown when variables are removed, even a variable such as stress which is generally thought to be an essential component of most accounts of the distribution of the allophones of /t/ in English. The types of errors predicted by the model are also of interest because they are generally plausible alternative pronunciations.
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* I express my thanks to Kyle Woods and Stephen Mournihan for their help in preparing the database and also to Royal Skousen, Dirk Elzinga, Andy Wedel, Steve Chandler, and the anonymous reviewers for their helpful comments on the manuscript. Contact address: Department of Linguistics and English Language, 4064 JFSB, Provo, Utah 84602, USA; Author’s e-mail: eddington@byu.edu.
2. Actually, one of the pointers in the analogical set is chosen, but the role of pointers in the algorithm has not been discussed in this summary description.
3. It is possible that the analogical set (Section 2.1) is stored. This is similar to assuming that a group of lexical items is related because they have many different associative connections between them.
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